We describe the development and preliminary application of the inverse Regional Ocean Modeling System (ROMS), a four dimensional variational (4DVAR) data assimilation system for high-resolution basin-wide and coastal oceanic flows. Inverse ROMS makes use of the recently developed perturbation tangent linear (TL), representer tangent linear (RP) and adjoint (AD) models to implement an indirect representer-based generalized inverse modeling system. This modeling framework is modular. The TL, RP and AD models are used as stand-alone sub-models within the Inverse Ocean Modeling (IOM) system described in [Chua, B.S., Bennett, A.F., 2001. An inverse ocean modeling system. Ocean Modell. 3, 137–165.]. The system allows the assimilation of a wide range of observation types and uses an iterative algorithm to solve nonlinear assimilation problems. The assimilation is performed either under the perfect model assumption (strong constraint) or by also allowing for errors in the model dynamics (weak constraints). For the weak constraint case the TL and RP models are modified to include additional forcing terms on the right hand side of the model equations. These terms are needed to account for errors in the model dynamics.

Inverse ROMS is tested in a realistic 3D baroclinic upwelling system with complex bottom topography, characterized by strong mesoscale eddy variability. We assimilate synthetic data for upper ocean (0–450 m) temperatures and currents over a period of 10 days using both a high resolution and a spatially and temporally aliased sampling array. During the assimilation period the flow field undergoes substantial changes from the initial state. This allows the inverse solution to extract the dynamically active information from the synthetic observations and improve the trajectory of the model state beyond the assimilation window. Both the strong and weak constraint assimilation experiments show forecast skill greater than persistence and climatology during the 10–20 days after the last observation is assimilated.

Received 21 June 2006; received in revised form 8 August 2006; accepted 9 August 2006
Available online 20 September 2006
Further investigation in the functional form of the model error covariance and in the use of the representor tangent linear model may lead to improvement in the forecast skill.
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1. Introduction

The regional ocean modeling system (ROMS) is a state-of-the-art free surface primitive-equation ocean model capable of high resolution descriptions of coastal and basin-wide flows (Shchepetkin and McWilliams, 2005). The use of ROMS is widespread in the oceanographic community and a variety of studies exist that investigate the dynamics of ocean circulation in different regions of the world ocean (Haidvogel et al., 2000; Malanotte-Rizzoli et al., 2000; Miller et al., 2000; She and Klinck, 2000; Hermann et al., 2002; Di Lorenzo, 2003; Marchesiello et al., 2003; Robertson et al., 2003; Kosters et al., 2004; Curchitser et al., 2005; Di Lorenzo et al., 2005; Cone et al., 2005; Miller et al., 2005; Penven et al., 2005; Warner et al., 2005).

Given the increasing number of oceanographic observations and ocean monitoring programs, there have been numerous developments of data assimilative frameworks that use advanced ocean models, such as ROMS. These systems are used to improve model representations of the ocean circulation at the global, basin-wide and regional scales, to test formal hypotheses in models by least squares and to assess observing systems. The assimilation schemes can be grouped into three main classes; (a) optimal interpolation, (b) sequential assimilation schemes based on Kalman Filtering and (c) four dimensional variational methods. A review of data assimilation methods and inverse theory used in oceanography, is available in Wunsch (1996), Bennett (1992, 2002), Anderson et al. (1996) and De Mey (1997), while a collection of oceanographic examples can be found in Malanotte-Rizzoli (1996) and Mooers (1999).

One important difference between four dimensional variational methods (4DVAR) and other assimilation schemes is that 4DVAR requires solving the adjoint equations of the dynamical system. This is usually done either through the use of an adjoint model or by direct computation of the adjoint matrix corresponding to the dynamical forward operator (the ocean model in this case). The adjoint equations describe the evolution of sensitivity to initial, boundary and parametric conditions backward in time (Courtier et al., 1993). These sensitivities contain important information, namely the Green’s Function of the dynamical system, and can be used in an inverse framework to correct model initial and boundary conditions, model parameters, and model dynamics.

The adjoint method has been used for meteorological and oceanographic purposes in conjunction with a variety of models. For the ocean, these include simplified dynamic models, like the barotropic vorticity equation (Talaqrand and Courtier, 1987; Gunson and Malanotte-Rizzoli, 1996a,b) and shallow water models (Griffin and Thompson, 1996), quasi-geostrophic models (Moore, 1991; Schroter et al., 1993; Seiler, 1993; Morrow and DeMey, 1995; Luong et al., 1998), residual mean circulation models (Ferreira et al., 2005), intermediate coupled ENSO prediction models (Kleeman et al., 1995; Galanti et al., 2003), and three dimensional linear and nonlinear ocean models (Thepaut and Courtier, 1991; Tziperman et al., 1992a,b; Lynch et al., 1998; Miller and Cornuelle, 1999; Cornuelle et al., 2000; Lynch and Hannah, 2001; Lynch and Naimie, 2002; Stammer et al., 2003, 2004; Di Lorenzo et al., 2004; Dommenget and Stammer, 2004; Taillandier et al., 2004; He et al., 2005; Hoteit and Cornuelle, in press; Lea et al., in press).

Earlier studies with a multilevel primitive-equation model (Thepaut and Courtier, 1991) demonstrate the efficiency of the 4DVAR approach in extracting the information contained in the dynamics of the model and in the observations. Other studies confirm that 4DVAR proves successful in reconstructing the unobserved part of the flow in the presence of baroclinic instability (Rabier and Courtier, 1992), a typical condition in the ocean. Although variational methods do not always perform well in the presence of strong nonlinearity, with strong non-Gaussian distribution of the errors (Miller et al., 1999), their success is confirmed by their wide use in Numerical Weather Prediction (NWP). 4DVAR-based schemes are routinely used at the European Center for Medium Range Weather Forecast (ECMWF) (Klinker et al., 2000; Mahfouf and Rabier, 2000),
and have been developed for the US Naval Research Laboratory modeling framework (Rosmond and Xu, 2006) as well as for the National Center for Environmental Prediction (NCEP) model (Zou et al., 2001) and others (Zupanski et al., 2005).

In the oceanographic community, operational forecasting systems are based on optimal interpolation and sequential type methods. Examples of major systems include US NAVOCEANO forecasting system (Fox et al., 2002; Smedstad et al., 2003), the Hybrid Isopycnal Ocean Model (HYCOM) Nowcast/Forecast system (Chassignet et al., 2006), the Harvard Ocean Prediction System (HOPS) (Robinson and Walstad, 1987; Lermusiaux and Robinson, 1999; Robinson, 1999), the UK Met Office FOAM (Lorenc et al., 1991; Bell et al., 2000), the French MERCATOR system (De Mey and Benkiran, 2002), the Mediterranean Forecasting System (MFS) (Pinardi et al., 2003), and the Norwegian monitoring and predicting system TOPZ (Bertino and Lisæter, in press). Therefore the development of 4DVAR implementations for ocean models such as the OPA ocean model (Vialard et al., 2003; Weaver et al., 2003), the MIT general circulation model (Marshall et al., 1997; Marotzke et al., 1999) and ROMS (this paper), will enable the transition of ocean operational systems to 4DVAR.

In the 4DVAR applications mentioned so far, there is an implicit assumption that the model dynamics are perfect (strong constraint), which implies that the only control parameters to improve the fit of the model to the observations are the initial and boundary conditions, and model parameters. This assumption has been recently relaxed in the context of variational assimilation by the introduction of the direct representer method (Bennett and Thorburn, 1992). This method assumes that the model dynamics are not perfect (weak constraint) and allows for corrections to the model dynamics. This is achieved by including a forcing term on the right hand side of the dynamical equations as additional control parameters of the inverse. Because the direct representer method is computationally expensive, later studies introduced a more efficient iterative approach referred to as the indirect representer method (Egbert et al., 1994) or four dimensional Physical-space Statistical Analysis System (PSAS) (Courtier, 1997).

The representer method has great potentials for assimilation of data into nonlinear models (Evensen, 1994) and comparisons done against sequential methods show that it can be more accurate (Ngodock et al., 2000; Kurapov et al., 2002). Data assimilation applications of the representer method, with the weak constraint formulations, have been used to study the tropical ocean circulation with a simple coupled ocean–atmosphere model (Bennett et al., 1998, 2000) and a reduced gravity primitive-equation model (Ngodock et al., 2000; Bennett et al., 2006). Rosmond and Xu (2006) have used the representer-based inversion to add 4DVAR capabilities to the US Navy’s operational 3DVAR data assimilation system. The method has also been applied to improve estimates of global and coastal tides (Egbert et al., 1994; Egbert and Erofeeva, 2002; Kurapov et al., 2003; Foreman et al., 2004). For coastal ocean applications, the representer method has been used to assimilate coastal currents in an idealized linear model (Scott et al., 2000). A comparison to other assimilation methods using a coastal baroclinic linear model is found in Kurapov et al. (2002). Other studies focused on more theoretical aspects of this method (Eknes and Evensen, 1997; Lyard, 1999; Uboldi and Kamachi, 2000) using 1D and 2D dynamical models.

This paper discusses the first implementation and application of the indirect representer method in ROMS, a fully nonlinear, state-of-the-art, primitive-equation ocean model. Building on the recent development of the perturbation tangent linear (TL), representer tangent linear (RP) and adjoint (AD) models of ROMS (Moore et al., 2004), the implementation is achieved by interfacing the ROMS submodels with the Inverse Ocean modeling (IOM) system (Chua and Bennett, 2001). A similar implementation of IOM using a barotropic shallow water formulation of the spectral element ocean model (SEOM) is reported in Levin et al. (2006). The ROMS implementation may have direct impacts on existing ROMS-based forecasting systems (Wilkin et al., 2005) and on a variety of regional ocean applications where abundant observations are available.

Section 2 introduces the model and notation, Section 3 presents a derivation of the representer method in both the strong and weak constraint formulations. It also shows the theoretical equivalence between observation space inversions (e.g. representer method) with state space inversions (e.g. most 4DVAR frameworks). Section 4 derives the formulation of the right hand side forcing term in ROMS, which enable the weak constraint formulation. Section 5 presents the results and comparisons of the strong and weak constraint assimilation for a baroclinic coastal upwelling system. Section 6 presents a summary.
2. The models

Following the notation of Moore et al. (2004) we represent the nonlinear equations of NL-ROMS symbolically as

\[ \frac{\partial \mathbf{u}}{\partial t} = N(\mathbf{u}) + F(t) \]  

(2.1)

where \( \mathbf{u}(t) \) denotes the model ocean state vector comprised of the prognostic variables at ocean grid points, \( F(t) \) is the right hand side forcing term, and \( N(\mathbf{u}) \) represents the model nonlinear dynamical operator. The dimension of the state vector will depend on the grid size and resolution of the model. If we linearize the model around a basic state \( \mathbf{u}_B(t) \), then the evolution of \( \mathbf{u}(t) \) is given by the tangent linearization of the nonlinear model, which we will also refer to as the representer tangent linear model (RP-ROMS)

\[ \frac{\partial \mathbf{u}}{\partial t} = N(\mathbf{u}_B) + \frac{\partial N}{\partial \mathbf{u}}|_{\mathbf{u}_B} (\mathbf{u} - \mathbf{u}_B) + F(t) \]

(2.2)

where \( \mathbf{s} = \mathbf{u} - \mathbf{u}_B \) are small perturbations around the basic state. The dynamical evolution \( \mathbf{s}(t) \) is given by the perturbation tangent linear model (TL-ROMS)

\[ \frac{\partial \mathbf{s}}{\partial t} = \frac{\partial N}{\partial \mathbf{u}}|_{\mathbf{u}_B} \mathbf{s} = A\mathbf{s} \]

(2.3)

where the matrix operator \( A \equiv \frac{\partial N}{\partial \mathbf{u}}|_{\mathbf{u}_B} \). The adjoint model (AD-ROMS) of (2.3) is derived from the perturbation tangent linear model using the L2-norm, and is represented by

\[ -\frac{\partial \lambda}{\partial t} = A^T\lambda \]

(2.4)

In the indirect representer-based inverse method, described in the next section, it is assumed that the model dynamics, boundary conditions and the initial conditions are all uncertain. If we assume that the errors are small, their dynamics are described by the linear models RP-ROMS (2.2) and TL-ROMS (2.3)

\[ \frac{\partial \mathbf{u}}{\partial t} = N(\mathbf{u}_B) + \frac{\partial N}{\partial \mathbf{u}}|_{\mathbf{u}_B} (\mathbf{u} - \mathbf{u}_B) + F(t) + \mathbf{e}(t) \]

(2.5)

\[ \frac{\partial \mathbf{s}}{\partial t} = A\mathbf{s} + \mathbf{e}(t) \]

(2.6)

where the forcing term \( \mathbf{e}(t) \) on the right hand side explicitly accounts for missing model dynamics, and errors in the forcing, boundary conditions and initial conditions. The corresponding integral solution of (2.1), (2.5), (2.6) and (2.4) will be denoted respectively as

\[ \mathbf{u}(t_N) = N[\mathbf{u}(t_0), t_0, t_N] \]

(2.7)

\[ \mathbf{u}(t_N) = \mathbf{R}(t_0, t_N)\mathbf{u}(t_0) + \int_{t_0}^{t_N} \mathbf{R}(t', t_N)[N(\mathbf{u}_B) + F(t') + \mathbf{e}(t')] \, dt' \]

(2.8)

\[ \mathbf{s}(t_N) = \mathbf{R}(t_0, t_N)\mathbf{s}(t_0) + \int_{t_0}^{t_N} \mathbf{R}(t', t_N)\mathbf{e}(t') \, dt' \]

(2.9)

\[ \lambda(t_0) = \mathbf{R}^T(t_N, t_0)\lambda(t_N) \]

(2.10)

where \( N \) is the nonlinear forward operator and \( \mathbf{R}(t_0, t_N) \) is the tangent linear propagator for the interval \([t_0, t_N]\). We refer to (2.8) as the RP-ROMS and (2.9) as TL-ROMS. The corresponding adjoint propagator \( \mathbf{R}^T(t_N, t_0) \) is defined for the interval \([t_N, t_0]\) and is often referred to as the backward integration because it propagates the model state backward in time. The first-term on the right hand side of (2.8) and (2.9) propagates the initial condition forward in time according to the tangent model dynamics. The integral on the right hand side involving \( \mathbf{e}(t') \) indicates that corrections to the model dynamics, boundary conditions, and initial condition
are introduced at each time as a forcing impulse \( e(t') \) and are independently propagated forward from time \( t' \) when they are introduced to the final time \( t_N \). Using this convention, the corrections in the initial conditions are represented as a forcing impulse \( e(t) = e_0 \delta(t_0 - t) \) at the initial time.

In the implementation of inverse ROMS the adjoint model can also be forced on the right hand side by any impulse \( \dot{e}(t) \), and the corresponding integral solution becomes

\[
\dot{\lambda}(t_0) = \mathbf{R}^T(t_N, t_0) \dot{\lambda}(t_N) + \int_{t_0}^{t_N} \mathbf{R}^T(t', t_0) \dot{e}(t') \, dt'
\]

(2.11)

A detailed description of the development and implementation of TL-ROMS and AD-ROMS is found in Moore et al. (2004). RP-ROMS is introduced here for the first time, however its structure is exactly as TL-ROMS except that the basic state terms are retained. A derivation of the full equations in continuous form is also available from Arango et al. (2003). The RP-ROMS and TL-ROMS have been modified from their original implementation to account for the additional terms on the right hand side of the models equations. These developments are described in Section 4.

3. Assimilation method and implementation of inverse ROMS

We describe next the indirect representer method (hereinafter referenced as IRM) used to assimilate ocean observations in inverse ROMS. From now on we will refer to IRM as the representer-based 4DVAR, in which the inverse solution is found in observation space, while we will retain the phrase 4DVAR for the state space inversions. The derivation will use matrix vector notation and solutions are expressed in integral form to maintain a closer correspondence to the model source codes, which are written in discrete form. This notation also allows us to show how ocean estimates obtained by IRM are analogous to the state space inversions. The derivation will use matrix vector notation and solutions are expressed in integral form to maintain a closer correspondence to the model source codes, which are written in discrete form. This notation also allows us to show how ocean estimates obtained by IRM are analogous to the state space inversions of 4DVAR methods described by Courtier (1997). Derivations that make use of the continuous form can be found in Bennett (1992, 2002) and Chua and Bennett (2001).

The goal of the IRM and 4DVAR is to produce the best estimate, in a least square sense, of the model state \( \mathbf{u}(t) \) that agrees with available ocean observations within measurement error

\[
\varepsilon = \mathbf{d} - L[\mathbf{u}(t)]
\]

(3.1)

where \( \mathbf{d} \) is an array of observations at different temporal and spatial locations, \( L[] \) is a sampling/measurement functional which maps the model state vector into observation space, and \( \varepsilon \) is the misfit between model and data, which ideally should be smaller or equal to measurement error once the best estimate \( \hat{\mathbf{u}} \) is found. \( L[] \) can be a nonlinear function, however for simplicity and to facilitate the following development we assume that \( L[] \) is linear over the period when observations are available \([t_0, T]\), and defined as

\[
L[\mathbf{u}] = \int_{t_0}^{T} \mathbf{H}(t') \mathbf{u}(t') \, dt'
\]

(3.2)

where \( \mathbf{H}(t') \) is a sampling matrix that maps the model state vector into observation space. In both the IRM and 4DVAR method, a “prior estimate” of the model ocean state \( \mathbf{u}_0^n(t) \) is corrected using an iterative approach, so that

\[
\hat{\mathbf{u}}(t) = \mathbf{u}_0^n(t) + \mathbf{s}(t)
\]

(3.3)

where for each iteration, \( n \), the small corrections \( \mathbf{s}(t) \) are sought and applied to the prior model trajectory \( \mathbf{u}_0^n(t) \) to produce a new estimate \( \hat{\mathbf{u}}(t) \). The corrections \( \mathbf{s}(t) \) during the first iteration are computed by exploring the linear sensitivity of the ocean model using the TL and AD models linearized around the basic state \( \mathbf{u}_0(t) \). During subsequent iterations the new estimate \( \hat{\mathbf{u}}(t) \) provides the linearization basic state for TL and AD. The iteration is repeated until the estimated state \( \mathbf{u}(t) \) agrees with the observations within some specified tolerance.

Let us denote by \( \mathbf{d} = \mathbf{d} - L[\mathbf{u}_0^n(t)] \) the model-observation misfit for the initial guess. Substituting (3.3) into (3.1) and applying the definition for \( L[] \) in (3.2) yields
where (3.5) is the perturbation tangent linear model (2.9), which controls the dynamical evolution of small corrections \( s'(t) \) about the basic state \( \tilde{u}'(t) \). The trajectory of \( s'(t) \) depends on corrections \( e(t) \) in the model dynamics, boundary conditions and initial conditions. The first term of (2.9) involving the initial condition \( s'(t_0) \) has been omitted because corrections at the initial time are applied as impulse \( e(t) = e_0 \delta(t_0 - t) \).

During each iteration \( n \) we seek to minimize \( \varepsilon \) in a least square sense by minimizing a quadratic penalty (or cost) function given by

\[
J[e] = e^T C^{-1} e + \int_{t_0}^{T} \int_{t_0}^{t} e(t') C^{-1} (t', t') e(t'') \, dt' \, dt''
\]  

(3.6)

where \( e = \dot{d} - \int_{t_0}^{T} H(t') s'(t') \, dt' \) from (3.4) and (3.5). The first term of (3.6) is the penalty associated with the model minus observation misfit, and the covariance \( C = \varepsilon \varepsilon^T \) indicates that the corrections \( e(t) \) should reduce the model minus observation misfit to within observational error. The second term ensures that as we seek the minimum of \( J \), the corrections \( e(t) \) should not exceed our assumptions about the errors in the model dynamics, boundary conditions and initial condition. These assumptions are expressed in the covariance matrix \( C(t', t'') = e(t') e^T(t'') \) used to weight \( e(t) \). An extremum of \( J \) is found by setting \( \partial J / \partial e = 0 \) and solving for \( e(t) \). However it is important to recall that the solution \( e(t) \) that minimizes \( J \) is equivalent to finding the value of \( e(t) \) that maximizes the probability distribution of \( e(t) \) conditioned on the model minus observation misfit. This result follows from the choice of a quadratic \( J \) and the identity \(- \ln[\text{Prob}(e|d)] = J[e] \), and implies that \( e(t) \) is an optimal estimate only if the true probability distribution is Gaussian. A Gaussian distribution is not guaranteed for the error statistics of the initial conditions, model dynamics and boundary conditions. If the distribution is non-Gaussian the minimum of \( J \) will lead to a non-optimal estimate of \( e(t) \) or, in the case of a heavily non-Gaussian distribution, to a very improbable estimate.

In the following subsections we proceed to find the \( e(t) \) that minimizes \( J \) and obtain an expression for the required correction \( s'(t) \) to the model initial guess \( u_0'(t) \).

### 3.1. The strong constraint case

We consider first the case in which the model dynamics and boundary conditions are assumed to be free of error. In this case changes in \( e(t) \) are allowed only at the initial time \((e(t_0) = e_0)\) to account for errors in the model initial conditions. Combining (3.4) and (3.5), and using the definition \( e(t') = e_0 \delta(t_0 - t') \), the expression for the model minus observation misfit simplifies to

\[
\varepsilon = \dot{d} - \int_{t_0}^{T} H(t') R(t_0, t') e_0 \, dt'
\]  

(3.7)

where the second term on the right hand side represents the perturbation tangent linear model forced by a correction in the initial state \( e_0 \). The integral sign and the \( H \) operator indicate that the tangent linear model is sampled at the observation locations in space and time. Substitution of (3.7) into the penalty function (3.6) yields

\[
J[e(t_0)] = \left[ \dot{d} - \int_{t_0}^{T} H(t') R(t_0, t') \, dt' e_0 \right]^T C^{-1} \left[ \dot{d} - \int_{t_0}^{T} H(t') R(t_0, t') \, dt' e_0 \right] + e_0^T P^{-1} e_0
\]  

(3.8)

where \( P = C(t_0, t_0) \) is the covariance of the error in initial conditions, and we have made use of the definition \( e(t') = e_0 \delta(t_0 - t') \). To find the minimum of \( J \) we set \( \partial J / \partial e = 0 \) so that

\[
\frac{\partial J[e_0]}{\partial e_0} = 2 \left[ - \int_{t_0}^{T} H(t') R(t_0, t') \, dt' \right]^T C^{-1} \left[ \dot{d} - \int_{t_0}^{T} H(t') R(t_0, t') \, dt' e_0 \right] + 2P^{-1} e_0 = 0
\]  

(3.9)
After regrouping (3.9) we obtain the following linear system of equations:

\[
\left( \int_{t_0}^{T} R^T(t', t_0) H^T(t') \, dt' C_e^{-1} \int_{t_0}^{T} H(t') R(t_0, t') \, dt' + P^{-1} \right) e_0 = \int_{t_0}^{T} R^T(t', t_0) H^T(t') \, dt' C_e^{-1} d
\]  

(3.10)

System (3.10) can be rewritten using the matrix identity \( (G^T C_e^{-1} G + P^{-1})^{-1} G^T C_e^{-1} = (PG^T GPG^T + C_e)^{-1} \) with \( G \equiv \int_{t_0}^{T} H(t') R(t_0, t') \, dt' \), This identity, which is a variant of the matrix inversion lemma (see Haykin, 1996), yields

\[
\left( \int_{t_0}^{T} H(t') R(t_0, t') \, dt' P \int_{t_0}^{T} R^T(t', t_0) H^T(t') \, dt' + C_e \right) \left( P \int_{t_0}^{T} R^T(t', t_0) H^T(t') \, dt' \right)^{-1} e_0 = \hat{d}
\]  

(3.11)

The state space 4DVAR implementations seek solutions of (3.10) that require estimates of the inverse of the matrix \( \hat{H} \), referred to as the Hessian \( \left( \frac{\partial^2 J}{\partial e_0^2} = \hat{H} \right) \) or Fisher matrix. Although \( \hat{H} \) is symmetric and positive definite, a direct inversion is prohibitive because the dimensions are of the size of the state and therefore large. Typically in 4DVAR different strategies are used to evaluate \( e_0 \) by computing the direct action of \( \hat{H} \) on different guesses of the vector \( e_0 \), without ever solving the system iteratively. Once \( e_0 \) is found, the new ocean state estimate is

\[
\hat{u}^n(t) = u^n_p(t) + s^n(t) = u^n_p(t) + R(t_0, t)e_0
\]  

(3.12)

The actual evaluation of the new trajectory \( \hat{u}^n(t) \) is done by correcting the initial condition of the nonlinear model \( \hat{u}^n(t_0) = u^n_p(t_0) + e_0 \). The nonlinear model is then integrated forward to generate the estimate \( \hat{u}^n(t) \). This new estimate should be close to the one obtained by (3.12) if the dynamics of the nonlinear model behave linearly over the assimilation period \([t_0, T]\). The new trajectory of the nonlinear model is then sampled at observation locations to revaluate the model minus observation misfit \( \hat{d} = d - L[u^n_p(t)] \) and the cost function \( J \). If the new estimate is not satisfactory, the nonlinear model trajectory becomes the new initial guess for the next iteration \( u^{n+1}_p(t) = \hat{u}^n(t) \) and the iterative procedure continues until a minimum is found.

The IRM implementation of inverse ROMS, uses an alternative method to estimate \( e_0 \) by solving system (3.11). Although this approach is different from 4DVAR, which solves (3.10), the two systems lead to the same estimate of \( e_0 \). In IRM the matrix \( \hat{P} \), which is referred to as the stabilized representer matrix, has dimensions of \( \text{observations} \times \text{observations} \), and represents a data error covariance matrix conditioned on the model initial condition uncertainties. Similar to the state space 4DVAR approach, the action of \( \hat{P} \) on a vector is evaluated in order to find the vector \( \beta^n \), which is referred to as the representer coefficients vector for iteration \( n \) (a description of the method of solution in inverse ROMS is provided in Section 3.3). Once \( \beta^n \) is found, we compute the initial condition corrections \( e_0 \) through the identity \( e_0 = \hat{P} \int_{t_0}^{T} R^T(t', t_0) H^T(t') \, dt' \beta^n \), which follows from (3.11). This identity shows that the corrections \( e_0 \) can be obtained by forcing the adjoint model \( R^T \) at the observation locations with impulses given by the representer coefficients vector \( \beta^n \). \( R^T \) is the adjoint operator of the sampling function \( H \), and provides the mapping from observation to model space. Substituting \( e_0 \) in (3.12) the update of the ocean estimate becomes

\[
\hat{u}^n(t) = u^n_p(t) + s^n(t) = u^n_p(t) + R(t_0, t) \left[ \hat{P} \int_{t_0}^{T} R^T(t', t_0) H^T(t') \, dt' \beta^n \right] e_0
\]  

(3.13)

This method of solution is also referred to as the representer method (Bennett, 1992) and as PSAS (Courtier, 1997). If we define the symmetric covariance matrix

\[
\hat{R}(t', t'') = R(t_0, t') P R^T(t'', t_0)
\]  

(3.14)
as the full representer matrix in model space (also referred to as the reproducing kernel), system (3.11) becomes

$$\left( \int_{t_0}^{T} \int_{t_0}^{T} H(t') \hat{R}(t', t'') H^T(t'') \, dt'' \, dt' \right) + C_e \right) \left( P \int_{t_0}^{T} R^T(t', t_0) H^T(t) \, dt' \right)^{-1} e_0 = \hat{d}$$

(3.15)

The update of the state can be expressed also as a function of the representer matrix and coefficients as

$$\hat{u}^e(t) = u^e_{t0} + s^e(t) = u^e_{t0} + \int_{t_0}^{T} \hat{R}(t, t'') H^T(t'') \, dt'' \beta^n$$

(3.16)

In the strong constraint case, the reproducing kernel matrix has the physical meaning of projecting the initial uncertainty covariance $P$ into a covariance in full model state space, where each column of $R$ corresponds to the covariance of a model grid point at a particular time with all other grid points at all times. The update to the state is then obtained by projecting the vector $\beta^n$ onto the (state space $\times$ observation space) covariance in (3.16). The reproducing kernel is computed using the tangent and adjoint models $R$ and $R^T$ according to (3.14).

Before providing a detailed description of how IRM is implemented for inverse ROMS we proceed to derive the form of the solution for the more general weak constraint assimilation case.

### 3.2. The weak constraint case

We now consider the general case in which the model dynamics, boundary conditions and initial conditions need to be corrected. After combining (3.4) and (3.5), the expression for the model-observation misfit is

$$\varepsilon = \hat{d} - \int_{t_0}^{T} H(t') \int_{t_0}^{t} R(t'', t') e(t'') \, dt'' \, dt' = \int_{t_0}^{T} \int_{t_0}^{t} H(t') R(t'', t') \, dt' \, e(t'') \, dt''$$

(3.17)

where the operator $G(t'')$ is defined as

$$G(t'') \equiv \int_{t_0}^{T} H(t') R(t'', t') \, dt'$$

(3.18)

The model misfit simplifies to

$$\varepsilon = \hat{d} - \int_{t_0}^{T} G(t'') e(t'') \, dt''$$

(3.19)

Physically $G$ maps the action of the tangent linear model dynamics $R$ from model space to observation space for any given time $t''$. Therefore the action of $G$ on $e(t)$ over the time integral $[t_0, T]$ corresponds to integrating the tangent linear model forward forced by the correction $e(t)$ and sampling the solution at observation locations.

Substituting $\varepsilon$ from (3.19) in the penalty function (3.6), and equating $\hat{\delta}J/\hat{\delta}e = 0$ yields

$$\int_{t_0}^{T} \left[ \hat{H}(t') C_e^{-1} G(t') + C^{-1}(t, t') \right] e(t') \, dt' = \hat{G}^T(t) C_e^{-1} \hat{d}$$

(3.20)

Here the Hessian matrix $\hat{H}$ is extremely large when compared to the strong constraint case (3.10). Solving system (3.20) involves computing the action of $\hat{H}$ on a vector for all times $[t_0, T]$. Given that the dimensions of $\hat{H}$ are already very large for typical applications of realistic ocean models (state space $\times$ state space),
solving (3.20) for each time may be computationally prohibitive. However, as we did in the strong constraint case, we can rewrite system (3.20) using the matrix inversion lemma to obtain the system

$$\int_{t_0}^{T} \int_{t_0}^{T} \left[ G(t') C(t', t'') G^T(t'') + C_c \right] \, dt' \, dr'' \left[ \int_{t_0}^{T} \int_{t_0}^{T} [C(t', t'') G^T(t'')]^{-1} \, dt' \, dr'' \right] = \hat{d}$$

(3.21)

System (3.21) is the equivalent of the strong constraint case (3.11) with a time convolution added. The IRM implementation for inverse ROMS solves (3.21). One advantage of solving system (3.21) is that the dimensions of $\hat{P}$ are still in observation space, and have not changed from the strong constraint case. As shown in the next section, the action of $\hat{P}$ on $\beta^n$ can be evaluated by an integration of the adjoint model forced at observation locations ($G^T$) followed by a forward integration of the tangent model forced with the convolved adjoint solution through $C(t', t'')$ and sampled at observation locations by $G$. In this way (3.21) can be solved iteratively. Once $\beta^n$ has been computed, the corrections $e(t)$ are evaluated using the definition in (3.21)

$$e(t) = \int_{t_0}^{t} C(t, t') G^T(t') \beta^n \, dr''$$

(3.22)

Substituting the definition of $G(t'') \equiv \int_{t_0}^{T} R(t'', t') \, dt'$ back into (3.21) and (3.22) yields

$$\left[ \int_{t_0}^{T} \int_{t_0}^{T} R(\hat{t}, \tilde{t}) C(\tilde{t}, t'') \int_{t_0}^{T} R^T(\tilde{t}, t'') H^T(\tilde{t}) \, d \tilde{t} \, dt' \, dr'' + C_c \right] \beta^n = \hat{d}$$

(3.23)

and

$$e(t) = \int_{t_0}^{t} C(t, t') \int_{t'}^{T} R^T(t', t'') H^T(t') \, dt' \beta^n \, dr''$$

(3.24)

Finally the update to the ocean model state is

$$\tilde{u}^{n}(t) = u^{n}_e(t) + s^{n}(t) = u^{n}_e(t) + \int_{t_0}^{t} R(t', t') e(t') \, dt'$$

(3.25)

As in the strong constraint case, we define the full representer matrix

$$\tilde{R}(\hat{t}, \tilde{t}) \equiv \int_{t_0}^{\hat{t}} \int_{t_0}^{\tilde{t}} R(t', \hat{t}) C(t', t'') R^T(\tilde{t}, t'') \, dt' \, dr''$$

(3.26)

and note that the integrals on left-hand side of (3.23) can be rearranged so that

$$\int_{t_0}^{T} \int_{t_0}^{T} R(\hat{t}, \tilde{t}) C(\tilde{t}, t'') \int_{t_0}^{T} R^T(\tilde{t}, t'') H^T(\tilde{t}) \, d \tilde{t} \, dt' \, dr''$$

$$= \int_{t_0}^{T} R(\hat{t}) \int_{t_0}^{T} \int_{t_0}^{T} R(t', \hat{t}) C(t', t'') R^T(\tilde{t}, t'') \, dt'' \, dr' \, d\hat{t}$$

(3.27)

System (3.21) can be rewritten as a function of the full representer matrix

$$\left[ \int_{t_0}^{T} R(\hat{t}) \int_{t_0}^{T} \tilde{R}(\hat{t}, \tilde{t}) H^T(\tilde{t}) \, d \tilde{t} \, d\hat{t} + C_c \right] \beta^n = \hat{d}$$

(3.28)

and the corrections to the ocean model state are given by

$$\tilde{u}^{n}(t) = u^{n}_e(t) + s^{n}(t) = u^{n}_e(t) + \int_{t_0}^{t} \tilde{R}(t, t'') H^T(t'') \, dt' \beta^n$$

(3.29)
This is the form of the solution obtained via alternative derivations using the nonlinear Euler–Lagrange equations (Chua and Bennett, 2001; Bennett, 2002).

3.3. The inverse ROMS implementation and method of solution

The IRM implementation of inverse ROMS solves system (3.23) using the IOM framework (Chua and Bennett, 2001). We next describe the method of solution for (3.23), and how the NL-ROMS, RP-ROMS, TL-ROMS and AD-ROMS are integrated within the IOM.

The first step is to compute the model basic state \( u_{0}(t) \) using the nonlinear model NL-ROMS over the assimilation time interval \([t_0, T]\), initialized with initial condition \( \hat{u}_0 \)

\[
    u_{0}(t) = \mathbf{N}^{\dagger}[\hat{u}_0, \mathbf{F}(t), t_0, t]
\]  

(3.30)

We next compute the “first guess” estimate of the ocean state \( u_{\delta}^{0}(t) \) using the representer tangent linear model RP-ROMS, for \( n = 0 \)

\[
    u_{\delta}^{0}(t) = \mathbf{R}(t_0, t)\hat{u}_0 + \int_{t_0}^{t} \mathbf{R}(t', t)[\mathbf{N}(u_{\delta}) + \mathbf{F}(t')][d't]
\]  

(3.31)

During the first iteration \( (n = 0) \), NL-ROMS solution is used as the basic state around which the dynamics are linearized. The model minus observations misfit \( \hat{d}^o \) during the first iteration is obtained by sampling the model state through the measurement function \( L[u_{\delta}^{0}] \)

\[
    \hat{d}^o = d - \int_{t_0}^{T} H(t')[u_{\delta}^{0}(t)][d't]
\]  

(3.32)

We next solve system \( \hat{P}_0 \hat{b}^o = \hat{d}^o \) (3.23) to find the representer coefficients \( \hat{b}^o \). In IOM (3.23) is solved iteratively using the conjugate gradient algorithm (Golub and Van Loan, 1982), during which the action of the symmetric matrix \( \hat{P} \) on a vector \( \psi \) is evaluated. The time integrals in (3.23) can be rearranged so that

\[
    \hat{P}_0 \psi = \int_{t_0}^{T} H(t) \int_{t_0}^{t} \mathbf{R}(t', t) \int_{t_0}^{t} \mathbf{C}(t', t'') \int_{t_0}^{t} \mathbf{R}^{T}(t', t'') \mathbf{H}(t') \psi \psi \frac{d't'}{d't} \frac{d't}{d't} + C_0 \psi
\]  

(3.33)

where each integral of (3.33) can be identified with one of the ROMS models. (3.33) is evaluated in the so-called “inner loop”, where the action of \( \hat{P} \) (the stabilized representer matrix) is computed using the adjoint and perturbation tangent models as follows:

(i) integrate AD-ROMS forced with any vector \( \psi \) at the observation locations and generate the adjoint model trajectory \( \lambda(t'') \),

\[
    \lambda(t'') = \int_{t''}^{T} \mathbf{R}^{T}(t'', t') \mathbf{H}(t') \psi \psi \frac{d't'}{d't} \frac{d't}{d't}
\]  

(3.34)

(ii) convolve the adjoint solution with the model error covariance,

\[
    f(t') = \int_{t_0}^{T} \mathbf{C}(t', t'') \lambda(t'')[d't'']
\]  

(3.35)

Note that the dimension of \( \mathbf{C}(t', t'') \) are extremely large and a direct computation of the convolution in (3.35) may seem prohibitive. However, as will be described in Section 5.4, for particular functional choices of \( \mathbf{C}(t', t'') \) (e.g. Gaussian shape) this calculation is affordable, although still expensive.
(iii) force the tangent model TL-ROMS with \( f(t') \),

\[
\tau(i) = \int_{t_0}^{i} R(t', i) f(t') \, dt'
\]  

(3.36)

and

(iv) evaluate the action of \( \hat{P} \) on the vector \( \psi \) by sampling the tangent model trajectory \( \tau(i) \) and adding the data error covariance term

\[
\hat{P}\psi = \int_{t_0}^{T} H(i) \tau(i) \, di + C_\varepsilon \psi
\]  

(3.37)

Once the inner loop has converged we obtain an estimate of \( \beta'' \). The number of inner loop iterations is smaller than or equal to the total number of observations. We then integrate the adjoint model

\[
\hat{\lambda}(t'') = \int_{t''}^{T} R^T(t', t'') H^T(t') \beta'' \, dt'
\]  

(3.38)

and compute the corrections \( e(t') \)

\[
e(t') = \int_{t_0}^{T} C(t', t'') \hat{\lambda}(t'') \, dt''
\]  

(3.39)

Finally we update the model state

\[
\hat{u}''(t) = R(t_0, t) \hat{u}_0 + \int_{t_0}^{T} R(t', t) \{ N(u_0) + F(t') \} \, dt' + \int_{t_0}^{T} R(t', t) e(t') \, dt'
\]  

(3.40)

where the first two term on the right hand side represent \( \hat{u}_0''(t) \), which is corrected by introducing the integral term containing \( e(t') \). If the estimate \( \hat{u}''(t) \) is not satisfactory we proceed to the next iteration (3.31) and use \( \hat{u}'(t) \) as the basic state for the linearization of the tangent and adjoint models instead of \( u_0(t) \). Note that for every \( n \) the initial value of the prior is untouched. Each \( n \) is the solution of an inverse problem.

This method of solution is the IRM and is equivalent to solving the nonlinear Euler–Lagrangian equations with an iterative approach for the minimum of the cost function (Egbert et al., 1994; Chua and Bennett, 2001; Bennett, 2002).

4. Forcing terms in tangent linear and adjoint equations

An important practical consideration in the implementation of the inner loop (3.33) is the symmetry of the covariance matrix \( \hat{R}(i, t) \) (the reproducing kernel), which appears in the evaluation of the action of the stabilized representer matrix \( \hat{P} \) on the vector \( \psi \) according to

\[
\hat{P}\psi = \int_{t_0}^{T} H(i) \int_{t_0}^{T} \hat{R}(i, t) H^T(t) \psi \, di \, dt' + C_\varepsilon \psi
\]  

(4.1)

where

\[
\hat{R}(i, t) = \int_{t_0}^{i} \int_{t_0}^{T} R(t', i) \psi \psi^T(t', t'') \, dt'' \, dt'
\]  

(4.2)

Algebraically it is readily seen that \( \hat{R} \) is symmetric in space and in time so that \( \hat{R}(t_1, t_2) = \hat{R}^T(t_1, t_2) = \hat{R}(t_2, t_1) \). It is highly desirable to preserve the symmetry to numerical accuracy when the action of \( \hat{R} \) is evaluated using the adjoint model integration forced at observation locations followed by an integration of the perturbation tangent model forced with the convolved adjoint solution (see Eq. (3.33)). In inverse ROMS this symmetry is achieved by introducing the forcing terms in both the adjoint and tangent models as
impulses added to the state vector. This is different from the more traditional time stepping of the right hand side forcing terms. This implementation follows from the way AD-ROMS, TL-ROMS and RP-ROMS are derived from the NL-ROMS (Moore et al., 2004). To illustrate this point let us assume an assimilation window of 4 time steps from \([t_0, t_3]\) and compute the inner loop for a set of forcing impulses \(f(t)\). For simplicity and without loss of generality let us also assume that the symmetric covariance matrix in (4.2) is diagonal in space and time, with unit variance \(C(t_m, t_n) = \delta(t_m - t_n)\), implying that errors in the initial condition, boundary conditions and model dynamics are uncorrelated. The solution \(\lambda(t_n)\) of the adjoint model integration forced with impulses \(f(t_n)\) is obtained by adding the forcing \(f(t_n)\) to the adjoint state \(\lambda(t_n)\) at the beginning of time step \(n\) with no additional multiplicative factors and then performing the time step as follows:

\[
\begin{align*}
\lambda(t_3) &= 0 \\
\lambda(t_2) &= R^T(t_3, t_2)[\lambda(t_3) + f(t_3)] \\
\lambda(t_1) &= R^T(t_2, t_1)[\lambda(t_2) + f(t_2)] \\
\lambda(t_0) &= R^T(t_1, t_0)[\lambda(t_1) + f(t_1)]
\end{align*}
\]  

(4.3)

where \(R^T(t_{n+1}, t_n)\) represents an adjoint model time step. The convolution of the adjoint solution is just \(\sum_{n=0}^{3} C(t_m, t_n)\lambda(t_n) = \sum_{n=0}^{3} \delta(t_m - t_n)\lambda(t_n) = \lambda(t_m)\) consequently in the tangent model the forcing terms will appear as

\[
\begin{align*}
\tau(t_0) &= 0 \\
\tau(t_1) &= R(t_0, t_1)[\tau(t_0) + \lambda(t_0)] \\
\tau(t_2) &= R(t_1, t_2)[\tau(t_1) + \lambda(t_1)] \\
\tau(t_3) &= R(t_2, t_3)[\tau(t_2) + \lambda(t_2)]
\end{align*}
\]  

(4.4)

Let us now check the symmetry of the reproducing kernel \(\hat{R}(t_3, t_3)\). This is done by forcing the adjoint model (4.3) with \(f(t_3) = \delta(t_n - t_3)\) and integrating the tangent model (4.4) up to \(t_3\) forced with the adjoint solution. After substitution we obtain

\[
\hat{R}(t_3, t_3) = R(t_2, t_3)R(t_1, t_2)R(t_0, t_1)\lambda(t_0) + R(t_2, t_3)R(t_1, t_2)\lambda(t_1) + R(t_2, t_3)\lambda(t_2) \\
= R(t_0, t_3)\lambda(t_0) + R(t_1, t_3)\lambda(t_1) + R(t_2, t_3)\lambda(t_2) \\
= R(t_0, t_3)R^T(t_3, t_0)\delta(t_3) + R(t_1, t_3)R^T(t_3, t_1)\delta(t_3) + R(t_2, t_3)R^T(t_3, t_2)\delta(t_3)
\]  

(4.5)

where we make use of the equality \(R(t_2, t_3)R(t_1, t_2)R(t_0, t_1) = R(t_0, t_3)\). The matrix \(\hat{R}(t_3, t_3)\) is clearly symmetric as it is the sum of symmetric matrices.

Although this approach preserves the symmetry of the covariance matrix \(\hat{R}\) and the inner loop, it is very expensive and impractical for large application as it requires saving the adjoint solution at every time step. Therefore, a modified version of this approach is implemented in inverse ROMS which maintains the symmetry without saving the adjoint solution at each time step. To illustrate how this is done consider the case when the adjoint solution \(\lambda(t_1)\) has not been saved. If we linearly interpolate \(\lambda(t_1) = [\lambda(t_0) + \lambda(t_2)]/2\) and use this to force the tangent model, we obtain

\[
\hat{R}(t_3, t_3) = R(t_0, t_3)\lambda(t_0) + R(t_1, t_3)\frac{\lambda(t_0) + \lambda(t_2)}{2} + R(t_2, t_3)\lambda(t_2) \\
= R(t_0, t_3)R^T(t_3, t_0)\delta(t_3) + R(t_1, t_3)\frac{R^T(t_3, t_0) + R^T(t_3, t_2)}{2}\delta(t_3) + R(t_2, t_3)R^T(t_3, t_2)\delta(t_3)
\]  

(4.6)

The second term in \(\hat{R}(t_3, t_3)\) is not symmetric. However, if we approximate the tangent propagator \(R(t_1, t_3) = [R(t_0, t_3) + R(t_2, t_3)]/2\) and substitute in (4.6) we retrieve a symmetric
\[
\hat{R}(t_3, t_3) = R(t_0, t_3) R^T(t_3, t_0) \delta(t_3) + \frac{1}{2} R(t_0, t_3) R^T(t_3, t_0) + \frac{1}{2} R(t_2, t_3) R^T(t_3, t_2) \delta(t_3) + \frac{1}{2} R(t_2, t_3) R^T(t_3, t_2) \delta(t_3)
\]

The symmetry of the second term is evident if one considers the symmetric matrix \([A + B + A^T + B^T]\). By regrouping terms and substituting the adjoint solution \(\lambda(t_n)\) we obtain

\[
\hat{R}(t_3, t_3) = R(t_0, t_3) \left[ \lambda(t_0) + \frac{\lambda(t_0) + \lambda(t_2)}{4} \right] + R(t_2, t_3) \left[ \lambda(t_2) + \frac{\lambda(t_0) + \lambda(t_2)}{4} \right]
\]

which shows that the symmetry can be preserved by forcing the tangent model by a linear combination of the adjoint solutions at the time steps when the adjoint solution is saved.

This example can be generalized to show that if the adjoint solution is saved every \(M\) time steps, the tangent model is also forced every \(M\) time steps with a linear combination of the adjoint solutions given by

\[
t_n: \quad \frac{2M^2 + 1}{3M} \lambda(t_0) + \frac{M^2 - 1}{6M} [\lambda(t_{n+M}) + \lambda(t_{n-M})]
\]

The initial and final time steps are special cases

\[
t_0: \quad \frac{(M + 1)(2M + 1)}{6M} \lambda(t_0) + \frac{M^2 - 1}{6M} \lambda(t_{0+M})
\]

\[
t_N: \quad \frac{(M + 1)(2M + 1)}{6M} \lambda(t_N) + \frac{M^2 - 1}{6M} \lambda(t_{N-M})
\]

5. Application to coastal upwelling with complex topography

Various tests have been performed to ensure that the 3D implementation of inverse ROMS is correct. These include tests of the symmetry of the representer matrix (precise to 1.0e-11 on average), iterations for the convergence of the representer model and synthetic data assimilation experiments using the 3D double gyre case, which is a standard test case provided within the ROMS framework. The 3D double gyre case has been used also to perform a successful chi-square test following the approach of Muccino et al. (2004). However, ROMS is a complex code with many options and it is difficult to ensure that all the model options are working properly until tested. Given the wide use of ROMS in coastal application we present here a realistic assimilation experiment for a coastal upwelling baroclinic system with complex topography characterized by strong nonlinearity and mesoscale variability. This configuration allows assessing the performance of the assimilation system using the most common model configuration options that are enabled in real coastal application. The assimilation experiment will be conducted using synthetic observations extracted from a given realization of the nonlinear forward integration.

5.1. Model configuration

ROMS was configured in a 440 x 220 km domain (Fig. 1a) with periodic open boundary conditions in the north and south, and closed boundary conditions in the east and west. The topography (Fig. 1a) is characterized by a shelf region along the eastern boundary with canyons and seamounts. As we progress towards the western boundary there is a slope region where the bathymetry deepens to a maximum of 600 m. The horizontal resolution of the model is 10 km, which is a typical eddy permitting resolution used in models of the eastern boundary upwelling circulations. In the vertical, 10 layers are stretched from top to bottom with enhanced resolution at the surface and bottom boundary. The stretching parameters for the s-coordinate system are 6 and 0.4 for the surface and bottom boundary respectively. The meridional gradient in planetary vorticity is comparable to that at 32 N. The NL-ROMS uses all the most common options used in high resolution coastal model configurations except for nested open boundary conditions (Miller et al., 2000; Marchesiello et al., 2003; Di Lorenzo, 2003). An example of an inverse ROMS application with nested open boundary
conditions is provided in Di Lorenzo et al. (in preparation) where observations in the California Current are assimilated in a regional nested version of ROMS.

At the surface the model is forced with a seasonal cycle of alongshore and cross-shore wind stresses. The spatial and temporal evolution of the wind stress is taken from a monthly climatology of the NCEP reanalysis (Kistler et al., 2001) for a patch of ocean along the California Current centered around 32 N and 123 W. The surface fluxes of heat and freshwater are set to zero, so the seasonal cycle of the model is only controlled by mechanical forcing. The model salinity is used as a passive tracer and density is controlled only by temperature through the linear equation of state. The initial temperature is uniform in the horizontal and stratified in the vertical. Stratification is set based on observations from California Cooperative Ocean Fisheries Investigation (CalCOFI) at 32 N and 123 W. After a 3 year spin-up the model circulation is characterized by a typical upwelling structure in the vertical (Fig. 1b) with strong baroclinicity and equatorward flow. The dynamics are nonlinear and the flow field exhibits mesoscale horizontal activity around the irregular topography with typical filament structures in the tracer observed in upwelling systems (see discussion of inverse solution in Section 5.5 for a more thorough description of the horizontal flow).

5.2. Assimilation experimental setup and synthetic observations

Two different sets of synthetic observations are generated by sampling the NL-ROMS solution during JAN 1 through JAN 11, YEAR = 3. This 10 day period will be referred to as the assimilation window or hindcast period. In the first set, we sample temperature and horizontal velocities of the nonlinear model with a high resolution array in both horizontal (Fig. 1a, black ×) and vertical (Fig. 1b, black × on temperature section). The horizontal sampling resolution is 20 km while in the vertical it is variable, 20 m close to the surface and 100 m in deep waters. The array is fully sampled during days 2, 6 and 10. We refer to this sampling array as the HIRES. The second set is obtained by sampling the same horizontal and vertical array only once during the entire 10 days. In this second set, which we refer to as COARSE, observations are available in the southern portion of the domain during DAY = 1, and as the integration progresses forward in time observations

Fig. 1. Panel (a) model grid and bathymetry. The model has closed boundaries in the east and west and periodic open boundary conditions in the south and north. The black (×) indicate the sampling network used in the assimilation experiments. Panel (b) vertical cross-shore sections of temperature and the velocity components. The black (×) show the location of the vertical sampling grid. The fields show the typical baroclinic structure in the model January.
become available to the north. At DAY = 10 the entire array will have been sampled. The COARSE sampling array is meant to mimic an oceanographic cruise track taking CTD casts as the ship moves from south to north. As will be discussed in the next section the COARSE array, in contrast with the HIRES, introduces a spatial and temporal aliasing of the flow field.

5.3. Representer functions and sampling array design

To assess if the sampling array is adequate to capture the important dynamical information of the flow field, we compute the space–time cross-covariances between the observations and the entire model state. This is a measure of the ability of the observations to observe the flow field in space and time. The computation is done using the AD-ROMS and TL-ROMS in the following way. Consider the model state for the perturbations $s(t)$ and its cross-covariance $\langle s(\hat{t}) s^T(\hat{t}) \rangle$. The state $s(t)$ evolves according to the tangent linear $s(t) = R(t_0, t)s(t_0)$ so that

$$\langle s(\hat{t}) s^T(\hat{t}) \rangle = \langle R(t_0, \hat{t})s(t_0) (R(t_0, \hat{t})s(t_0))^T \rangle = R(t_0, \hat{t}) \langle s(t_0)s^T(t_0) \rangle R^T(\hat{t}, t_0) = R(t_0, \hat{t}) C(t_0, t_0) R^T(\hat{t}, t_0)$$

(5.1)

where $R$ and $R^T$ are the propagators TL-ROMS and AD-ROMS respectively, and $\langle s(t_0)s^T(t_0) \rangle = C(t_0, t_0)$ is the spatial cross-covariance of the field at zero time lag, corresponding to JAN 1 in the assimilation window. If we assume that $C(t_0, t_0)$ is a diagonal matrix with unit variance $I$, then the columns of $\langle s(\hat{t}) s^T(\hat{t}) \rangle$ reveal the role played by the dynamics, which is to shape the space–time covariance. This information is analogous to that obtained from the columns of the full representer matrix $\hat{R}(\hat{t}, \hat{t})$ (3.26), for the case when $C = C(t_0, t_0) = I$, and provides an immediate physical understanding of the columns of the representer matrix, also called representer functions, as space–time cross-covariances between the observations and the entire model state.

To compute representer functions in inverse ROMS we integrate the AD-ROMS forced with a delta function at the space and time location of the observations. We then convolve the adjoint solution at time $t_0$ with $C(t_0, t_0)$ and use the convolved state as initial condition for TL-ROMS. The solution from TL-ROMS represents the cross-covariance relative to the chosen observation. This operation is part of the inverse ROMS inner loop (3.33). The panels in Fig. 2 show the cross-covariance of two cross-shore velocity observations $U(x, y, z, t = 6d)$, located at the black ($\times$). For example, in the first column of Fig. 2 the covariance $\langle U(x, y, z, t = 6d)U^T \rangle$ provides information on the horizontal scales resolved by the velocity observations at DAY = 6. The cross-covariances $\langle U(x, y, z, t = 6d)T^T \rangle$, $U(x, y, z, t = 6d)V^T \rangle$ show gradients in temperature and alongshore velocity, which are the signature of the dynamical constraint imposed by the model. The stirring action of the flow field becomes more evident when looking at the cross-covariance between $U(x, y, z, t = 6d)$ and the other state variables at future times (DAY = 10, Fig. 2, column 2). For example, knowledge of $U(x, y, z, t = 6d)$ will lead information of the temperature downstream at DAY = 10 (the flow is moving towards the south).

Using the model dynamics to shape the covariances is a very powerful tool that can be exploited in a systematic way for array design and adaptive observation sampling. However in this paper, we only use the representer functions as a guide to the spatial and temporal scales of the flow field statistics. For the upwelling test case, we determine that the HIRES sampling array is adequate to collect information of the flow field in both space and time. In contrast, the COARSE resolution has a temporal aliasing because of the fast moving timescales of the flow. As we will show later the persistence timescale is less than 5 days. This means that in a 10 day assimilation window, information in the initial conditions is no longer a good estimate of the flow field.

5.4. Error covariances for the model and observations

In order to proceed with the assimilation experiment we must specify the covariances of the observational error $C_e$ and of the corrections to the state $C(\hat{t}, \hat{t})$, also referred to as model error covariance. These covariances appear in the cost function (3.6). For the observations we assume a signal to noise variance ratio of 10 and use this to define the observational error variances. For the standard deviation of the signal we use 2 °C for temperature, 0.3 m s$^{-1}$ for velocity and 0.3 m for surface elevation. These values are determined from the
statistics of the flow field from a longer integration of the NL-ROMS. We also assume that errors in each observation are uncorrelated, which renders $C_e$ a diagonal matrix. For $C(t', t'')$ we assume a Gaussian covariance in space and white in time. The decorrelation length scales are 30 km in the horizontal and 50 m in the vertical. For the diagonal elements of $C(0,0)$ we assume that the corresponding error in the state variable has variance equal to the one computed from the statistics of the nonlinear integration. With this assumption we implicitly assume that the model error and initial condition errors $C(0,0)$ have the same statistics. This assumption is discussed further in Section 5.5, together with the explanation of the sources of errors. Boundary conditions are prescribed to be the same in all the experiments and therefore assumed to be perfect. The

Fig. 2. The representer functions for two cross-shore velocity observations on DAY = 6 located at the black ($\times$). These functions are the space–time cross-covariances between the observations and the entire model temperature and velocity fields. Here we show only the surface component. The first column shows the spatial structure of the covariances for the same day as the observations (DAY = 6), while the second column (DAY = 10) shows also the temporal structure at future time. Note the strong stirring action of the flow field on the structure of the covariances. The symbols U, V, T denote cross-shore and alongshore velocity anomalies, and temperature anomalies.
convolution of $C(t', t'')$ with the adjoint state variables in the inner loop computed using the diffusion operator approach described in Weaver and Courtier (2001). This approach essentially solves the diffusion equation to impose the Gaussian shape of the covariance by spreading the information in space between model grid points over the desired length scale. The decorrelation length scale is controlled by varying the number of time steps in the diffusion solver. The use of this approach in the representer-based inversion is further illustrated in Chua and Bennett (2001) and Muccino et al. (2006).

The role of $C(t', t'')$ is to smooth the adjoint field in the inner loop (3.33) and condition the inverse of the representer matrix, the first term in (3.33), by constraining the spatial and temporal scales of the corrections of the state. The inverse solution will strongly depend on the functional form of $C(t', t'')$. In this initial implementation of inverse ROMS, $C(t', t'')$ has no cross-terms between different variables of the state. The cross-covariance terms and dynamical constraint are imposed by AD-ROMS and TL-ROMS when computing the representer matrix. We find that this choice of covariance is acceptable for the upwelling test case. However, it is clear that the dynamical constraints and the space–time stretching of $C(t', t'')$ (which correspond to the representer functions) do not always lead to a good inverse solution. This is particularly true when observations are sparse and the second term in the cost function (3.6), the model error term, plays a more substantial role in constraining the inverse solution. For example, if we were to assimilate sea surface elevation only, the block diagonal Gaussian formulation of $C(t', t'')$ will not allow for the dynamical balances between sea surface height, temperature and salinity via the tangent and adjoint models. This would result in a poor fit of the data. The specification of more appropriate forms for model error covariances like $C(t', t'')$ has been the focus of numerous studies that aim to impose additional dynamical constraints (e.g. the geostrophic balance and static stability) or statistical constraints derived from the flow field (e.g. the use of vertical multivariate Empirical Orthogonal Functions) (Courtier et al., 1998; Lorenc, 1997, 2003; Parrish et al., 1997; Weaver and Courtier, 2001; Derber and Bouttier, 1999; Dobricic et al., 2006; Ricci et al., 2005). A full discussion of $C(t', t'')$ is beyond the scope of this paper and one needs to explore what is more appropriate for the dynamics of the particular flow field of interest during the assimilation setup. Di Lorenzo et al. (in preparation) addresses this issue in more depth by applying inverse ROMS to the assimilation of coastal eddies in the Southern California Current System.

5.5. Weak and strong constraint Inverse solutions

Two set of experiments are performed using the HIRES and COARSE sampling array as summarized in Table 1. For each sampling array we compute the inverse solution that minimizes the model minus observation misfit using both the weak and strong constraint formulation within inverse ROMS. In the strong constraint case, only the initial conditions of the model act as control parameters. The synthetic observations are derived applying the sampling array to the NL-ROMS solution shown in Fig. 3 (column 1). We refer to this as the “true” solution. During the 10 day assimilation window, the “true” solution is characterized by the development of two centers of cyclonic circulation south of the topographic promontories.

The initial basic state $u_B(t)$ is obtained by integrating the nonlinear model initialized with the climatological condition for January (Fig. 3, column 2). The basic state trajectory exhibits similar features as the “true” solution with evidence of two centers of mean cyclonic circulation between the topographic promontories superimposed on a general east–west temperature gradient and strong southward flow (0.7 m s$^{-1}$). However in the basic state solution the cyclonic features are displaced southward, and the filament structures in the temperature field are not captured. This basic trajectory is then used to produce the “first guess” $u_F(t)$ using the

<table>
<thead>
<tr>
<th>Experiment name</th>
<th>STRONG constraint</th>
<th>WEAK constraint</th>
<th>Observation sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp_weakH</td>
<td>YES</td>
<td>YES</td>
<td>HIRES</td>
</tr>
<tr>
<td>Exp_strongH</td>
<td>YES</td>
<td>YES</td>
<td>HIRES</td>
</tr>
<tr>
<td>Exp_weakC</td>
<td>YES</td>
<td>YES</td>
<td>COARSE</td>
</tr>
<tr>
<td>Exp_strongC</td>
<td>YES</td>
<td>YES</td>
<td>COARSE</td>
</tr>
</tbody>
</table>

Table 1

Assimilation experiments using the weak and strong constraint approach
This first guess has errors in the initial condition, specified from climatology, and errors in the model dynamics arising from the linearization used in the full state tangent linear model RP-ROMS. These errors exist because the synthetic observations are generated using NL-ROMS and therefore...
contain dynamics that are not explicitly resolved in RP-ROMS. As discussed in the previous section, we assume that the model error terms in the state vector have similar statistics as the errors in the initial condition. An a posteriori check of the inverse solution will show that such an assumption is acceptable for the experiments presented here; however assumptions on model errors in real applications are difficult and must be carefully considered depending on the type of application.

The inverse solutions for the weak and strong constraint using the HIRES sampling array are also shown in Fig. 3 (columns 3 and 4). Both inverse solutions are able to recover the general structure of the flow field, its filaments, and the timing and spatial location of the two cyclonic centers. The reduction of variance in the

![HIRES Observations](image)

**Fig. 4.** Dimensional misfits between synthetic observations and model before and after the assimilation. Black line is misfit between observations and first model guess. Gray line is misfit between synthetic observations and model solution after assimilation. The upper two rows show the results for the weak and strong constraint case using the HIRES sampling array to collect observations. The lower two rows show results for the weak and strong constraint case using the COARSE sampling array. The first column is temperature differences, second column cross-shore velocity and third column alongshore velocity.
misfit between the synthetic observations and model are shown in Fig. 4. The black line shows the misfit between the observation and the “first guess”, and the gray line between observations and the inverse solution. In the HIRES case we find that the weak formulation of inverse ROMS is able to reduce the error variance by over 97%. In the strong formulation the error variance reduction is smaller ranging from 76% to 87%. This is consistent with the fact that in the strong case, (a) the inverse solution has fewer degrees of freedom when fitting the data, and (b) the model is assumed to be error free and the inverse solution cannot account for the model dynamical errors. Indeed inspection of the upper ocean temperature maps (Fig. 3) shows more structure in the initial condition for the strong constraint solution in contrast with the weak. Some of these features are physically incorrect (e.g. the hot spots along the eastern boundary). These hot spots result from aliasing the model errors into corrections to the initial condition. In the weak constraint, where these errors are explicitly accounted for, the fields remain smoother throughout the assimilation window.

These solutions were obtained with approximately 120 iterations of the inner loop and one iteration for the outer loop. In principal one could try to perform more outer loop iterations (updates to the basic state) so that the linearized dynamics of the RP-ROMS converge toward the true nonlinear dynamics. However in this upwelling test case, further iterations of the outer loop do not improve the inverse solution. As will be shown in Section 5.7 the linearized model is very unstable, and iterations of the RP-ROMS do not guaranteed convergence to the true nonlinear model state in the case of more highly nonlinear flow fields.

The solutions using the COARSE sampling array (Fig. 4) show higher reduction in error variance, which is consistent with the fact that we have fewer observations to fit and therefore less constraints on the circulation. The spatial evolution of the upper ocean temperature and of the flow field (not shown) resembles that of the HIRES case (Fig. 3). This suggests that inverse ROMS is able to reconstruct the flow field dynamics from a set of temporally and spatially aliased observations. But how good is this reconstruction? We address this question in the following section.

5.6. Independent verification of hindcast and forecast skill

To quantify the quality of the inverse solutions we compute the hindcast and forecast skill of the model by comparing with a set of independent observations (i.e. observations that were not assimilated into the model) available from the “true” solution. The skill score is defined in terms of RMS differences according to

$$
\text{SKILL}(s) = 1 - \frac{(s_{\text{true}} - s)^T (s_{\text{true}} - s)}{(s_{\text{true}} - s_{\text{clima}})^T (s_{\text{true}} - s_{\text{clima}})}
$$

where $s$ is the state vector of the model for which we evaluate the skill, $s_{\text{true}}$ is the “true” state and $s_{\text{clima}}$ is the climatology. With this definition, a skill score of 1 implies a perfect match with the “true” solution and a skill of 0 implies that the model is not better than climatology. Fig. 5 (top panels) show that both the weak and strong constraint inverse solution for the HIRES case possess reasonable skill during the hindcast window. Forecast skill exceeds that of climatology for up to 20 days after the model has assimilated the last observation. In general the weak constraint case retains higher and longer skill over the full 30 day period. The forecast is performed using NL-ROMS initialized with the inverse solution at DAY = 10.

We now compare the skill against the natural persistence timescale of the flow field. This is a measure of the ability of the inverse solution to correct the dynamical trajectory of the model. The persistence skill of the observations is computed by taking only the available synthetic observations assimilated by the model at DAY = 10 and computing a spatial objective map to interpolate at all other locations where the independent observations reside. For this reason the persistence skill at DAY = 10 is not 1. This is a fair comparison given that in real applications only observations at particular time and space are available. The objective mapping employs the same spatial decorrelations length scales assumed for the covariance $C(t', t'')$ so that its lack of perfect skill can be interpreted as a measure of the suboptimal nature of the statistical assumptions in the model error covariance. The fact that neither the strong or the weak case possess a higher level of skill at DAY = 10 may imply that either (a) the corrections to the state have scales smaller than those imposed via $C(t', t'')$, or (b) that the modification of $C(t', t'')$ by the model dynamics is not sufficient to recover a better data-model covariance implicit in the representer matrix.
The persistence skill score approaches zero after approximately 5 days because of the strong advection characterizing the flow field. Both the weak and strong constraint formulation maintain positive skill 10–15 days beyond persistence. This suggests that the inverse method was able to properly initialize the model dynamics during the assimilation hindcast window, rather than just fitting the observations. In the more realistic case of assimilation of spatially and temporally aliased observations, the COARSE case, the forecast and hindcast skill are much reduced (Fig. 5, bottom panels). The weak and strong constraint formulation do not show substantial differences, the weak having slightly longer forecast skill. However, both the weak and strong case still perform better than the persistence of the observations, which in this case is characterized by a very low skill because of the spatial and temporal aliasing in the sampling array.

The measure of skill used for the comparison is strict and one should inspect the spatial pattern of the flow field in the forecast window (Fig. 6). This reveals that both the weak and strong formulation, in the COARSE case, are a substantial improvement over the basic state. The location of the cyclonic centers is shifted slightly southward but is consistent with the “true” solution. The filament structures are also captured. The HIRES
Fig. 6. Maps of upper ocean temperature (0–100 m) in the forecast window from DAY = 14 (4 days after the end of the assimilation window) to DAY = 26. The first column represents the true state, the second column is the basic state integration initialized with climatology, the third column is the result from the weak constraint assimilation experiment (Exp_weakC) and the fourth column is the result from the strong constraint assimilation experiment (Exp_strongC). These results are obtained using the COARSE sampling array. The forecast are performed using the nonlinear model initialized with the solutions of the assimilation experiments at DAY = 10.

The forecast spatial pattern (not shown) shows a more dramatic improvement capturing the amplitude and timing of the cyclonic centers almost exactly.
5.7. Convergence of linearized dynamics in the outer loop

One important assumption in the indirect representer method is that the linearized model state (the solution of RP-ROMS) will converge to the true nonlinear state when iterating the RP-ROMS by updating the basic state used for the linearization. This is achieved by updating the basic state after each iteration with the new improved state obtained by the previous assimilation cycle.

Our experience is that this assumption is true for systems that are more close to the linear regime (e.g. the 3D double gyre) but fails when nonlinearity becomes more important. Fig. 7 shows the skill, as previously defined in (5.2), obtained by integrating the RP-ROMS starting from the “true” initial condition and using either climatology (black continuous line with dots) or the “true” forward trajectory (black continuous line) as the basic state for the linearized dynamics. It is clear that in both cases the skill is very poor by DAY = 10. In theory the integration using the true state as basic state, should by very close to the truth. This is obviously not the case.

Another important aspect of this comparison is that the trajectory obtained using the weak constraint formulation in the HIRES case shows the highest skill. This suggests that for this upwelling test case the RP-ROMS will never converge to the true state by increasing the number of outer loop iterations (indeed a brute force attempt to do so makes the RP-ROMS blow up after four iterations). As a consequence the dynamics should always be imposed as weak constraint.

The lack of convergence derives from the fact that the RP-ROMS is highly unstable. This implies that the right hand side correction terms from the weak constraint inverse solution, are not only trying to improve the fit with the observations but are also damping the linear instabilities of RP-ROMS. This explains why the strong constraint case, which does not allow for these forcing terms, performs poorly compared to the weak constraint. In Di Lorenzo et al. (in preparation) different formulations of the outer loop are explored. In one case RP-ROMS is modified from its original implementation to include a nudging term to the solution

![Graph showing skill for upper ocean temperature (0–100 m) in the assimilation window. The gray line is the skill of the weak constraint solution for the HIRES case (as in Fig. 5). The zero skill line (thick black) is climatology. The black continuous line with dots is the skill of the linearized model RP-ROMS initialized with the true initial condition and integrated forward using climatology as the basic state for the linearization. The continuous black line is same as the continuous line with dots except that the basic state for the linearization is the “true” solution. In theory the RP-ROMS should converge to the true state by iterating and updating the basic state, however this is not the case. The skill of the weak constraint solution performs better implying that the RP-ROMS state will never converge to the true nonlinear state for the upwelling test case (see Section 5.7). This lack of convergence is associated with linear instabilities in the RP-ROMS.]

Fig. 7. Skill for upper ocean temperature (0–100 m) in the assimilation window. The gray line is the skill of the weak constraint solution for the HIRES case (as in Fig. 5). The zero skill line (thick black) is climatology. The black continuous line with dots is the skill of the linearized model RP-ROMS initialized with the true initial condition and integrated forward using climatology as the basic state for the linearization. The continuous black line is same as the continuous line with dots except that the basic state for the linearization is the “true” solution. In theory the RP-ROMS should converge to the true state by iterating and updating the basic state, however this is not the case. The skill of the weak constraint solution performs better implying that the RP-ROMS state will never converge to the true nonlinear state for the upwelling test case (see Section 5.7). This lack of convergence is associated with linear instabilities in the RP-ROMS.
of the previous iteration (Bennett, 2002). This limits the growth rate of the RP-ROMS linear instabilities. In another case RP-ROMS is replaced with the NL-ROMS. Preliminary results with these approaches appear to greatly improve the inverse solutions.

6. Summary

We have described in Section 3, the development of the inverse Regional Ocean Modeling System (inverse ROMS), a 4DVAR data assimilation system for high-resolution basin-wide and coastal oceanic flows. Inverse ROMS utilizes the recently developed perturbation tangent linear, representer tangent linear and adjoint models of the ROMS (Moore et al., 2004), to implement an indirect representer-based inverse modeling system (Chua and Bennett, 2001). The assimilation can be performed either under the perfect model assumption (strong constraint) or by also allowing for errors in the model dynamics (weak constraint). For the weak constraint case, the tangent linear and representer tangent linear models are modified (see Section 4) to include additional forcing terms on the right hand side of the model equations. These terms are needed to account for errors in the model dynamics.

We also presented a realistic application of inverse ROMS for a 3D baroclinic coastal upwelling system with complex bottom topography (Section 5). In this example, the flow field is nonlinear and characterized by mesoscale activity as evident from the filamentary and cyclonic structures in the circulation (Fig. 3). Synthetic observations of upper ocean (0–450 m) temperatures and currents with a high resolution sampling array (HIRES) were assimilated first for a 10 day window. In this case, both the strong and weak constraint inverse solutions were able to greatly reduce the initial error variance by 97% and 80% respectively (Section 5.5, Fig. 4). We also found that both solutions exhibit relatively high forecast skill (Section 5.6) when used to initialize the nonlinear model at the end of the assimilation window. Significant forecast skill was found up to 10–20 days after the last observation is assimilated and is higher than the persistence timescale of the flow, which for this upwelling regime is less than 5 days (Fig. 5).

The same experiment was repeated using an observing array that is both spatially and temporally aliased. For this case, both the strong and weak constraint possess similar levels of hindcast and forecast skill, although the weak case was slightly better. During the forecast, the skill was not as high as in the HIRES case, however the spatial pattern correlation with the true state is still very high when compared to the first guess (Fig. 6). These results suggest that the indirect representer method with inverse ROMS is able to extract the dynamically active information from the observations during the hindcast window and generate a good initialization for the forecast.

We also found that the use of the linearized model (RP-ROMS) in an iterative approach (the outer loop) does not necessarily converge to the solution obtained by the nonlinear model (Section 5.7, Fig. 7). The RP-ROMS is linearly unstable when the flow field is very nonlinear. This implies that in the assimilation window the corrections provided by the inverse solution need also to damp the linear instabilities that develop in the RP-ROMS. In Di Lorenzo et al. (in preparation) different formulations of the outer loop are explored, in which either the linear instability of RP-ROMS are damped by including a nudging term to the solution of the previous iteration (Bennett, 2002), or the RP-ROMS is replaced with NL-ROMS. This second approach is similar to Courtier (1997). Preliminary results suggest that these approaches greatly improve the inverse solutions.

Applications of inverse ROMS using real ocean observations are currently being performed for the Southern California Bight (Di Lorenzo et al., in preparation) and for the Intra-Americas Seas (Powell et al., pers. comm.).
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